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1
IMAGE GENERATING APPARATUS AND
IMAGE GENERATING METHOD

INCORPORATION BY REFERENCE

The disclosure of Japanese Patent Application No. 2010-
290605 filed on Dec. 27, 2011 including the specification,
drawings and abstract is incorporated herein by reference in
its entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to image generating appa-
ratuses and image generating methods which are used to
generate an image for, e.g., inspecting the orientation of an
electronic component mounted on a substrate.

2. Description of the Related Art

An inspection apparatus that inspects the orientation of an
electronic component placed on a tray is disclosed in Japa-
nese Patent Application Publication No. JP-A-2009-76796.
The electronic component has a mark such as a character, a
symbol, or a pattern on its upper surface. The mark is
typically white, whereas the upper surface of the electronic
component is typically black. Thus, average luminance
varies between an area with the mark and an area without the
mark. Accordingly, the positional relationship between these
areas can be determined based on the respective average
luminance values of these areas, and the orientation of the
electronic component can be determined based on the posi-
tional relationship between these areas.

In the inspection apparatus of Japanese Patent Application
Publication No. JP-A-2009-76796, however, the accuracy of
determining the orientation is low in the case where an
image that is used to calculate the average luminance values
has low contrast.

Inspection of the orientation is performed not only on an
electronic component placed on a tray but also on an
electronic component mounted on a substrate. When the
image has low contrast, the operator changes lighting con-
ditions (e.g., a lighting color) of a lighting apparatus for an
imaging operation, changes the shutter speed of an imaging
apparatus, and so forth by trial and error in order to increase
the contrast. Accordingly, it takes time to increase the
contrast.

The operator needs to be skilled in order to appropriately
set the lighting conditions, the lighting color, the shutter
speed, and the like. Accordingly, depending on the opera-
tor’s skill, the inspection apparatus may determine that the
orientation of the electronic component is wrong, even if it
is actually correct, or the inspection apparatus may deter-
mine that the orientation of the electronic component is
correct, even if it is actually wrong. That is, if the operator
is not so skilled, the probability of such erroneous determi-
nation of the inspection apparatus increases. Namely, the
accuracy of detecting abnormalities of the electronic com-
ponent decreases. Moreover, the detection accuracy varies
depending on the operator’s skill.

SUMMARY OF THE INVENTION

The image generating apparatus and the image generating
method according to the present invention were developed
in view of the above problems. It is an object of the present
invention to provide an image generating apparatus and an

10

15

20

25

30

35

40

45

50

55

60

65

2

image generating method which are capable of automati-
cally generating a high-contrast optimal image from a cap-
tured image.

(1) In order to solve the above problems, an image
generating apparatus according to a first aspect of the
present invention includes: a lighting apparatus that emits
illumination light to an imaging area where at least a part of
an electronic component is located; an imaging apparatus
that images the imaging area irradiated with the illumination
light; and an image processing apparatus that processes a
captured image obtained by the imaging. The image pro-
cessing apparatus generates a before-adjustment image
based on the captured image, generates an adjusted image by
adjusting luminance of the before-adjustment image, and
generates an optimal image by setting a difference in average
luminance between a designated area and a comparison area
that is other than the designated area in the adjusted image
largest.

The image generating apparatus according to the first
aspect includes the lighting apparatus, the imaging appara-
tus, and the image processing apparatus. The imaging area
of the imaging apparatus is irradiated with the illumination
light by the lighting apparatus. At least a part of the
electronic component is located in the imaging area. The
imaging area is imaged by the imaging apparatus. The
before-adjustment image is generated by using as it is the
captured image obtained by the imaging, or by performing
image processing on the captured image as appropriate. The
adjusted image is generated by adjusting the luminance of
the before-adjustment image. The optimal image is gener-
ated by obtaining the largest difference in average luminance
between the designated area and the comparison area in the
adjustment image.

Thus, with the image generating apparatus according to
the first aspect, a high-contrast optimal image optimal for
detection of abnormalities etc. of the electronic component
can be automatically generated from the captured image.
Accordingly, the optimal image can be obtained in a shorter
time as compared to the case where the optimal image is
manually obtained by the operator. Moreover, the accuracy
of detecting abnormalities of the electronic component is
increased regardless of the operator’s skill. Moreover, the
detection accuracy is less likely to vary, regardless of the
operator’s skill.

(2) In the configuration according to (1) described above,
the image processing apparatus may generate a plurality of
selection candidate images based on a plurality of single-
color images obtained by decomposing the captured image
according to color components, calculate the difference in
average luminance between the designated area and the
comparison area for each of the selection candidate images,
and select a selected image having the largest difference in
average luminance from all the selection candidate images,
and the before-adjustment image may be the selected image.

According to this configuration, the captured image is
decomposed according to the plurality of color components.
That is, the plurality of single-color images are generated
from the captured image. The plurality of selection candi-
date images are generated from the plurality of single-color
images by using the plurality of single-color images as they
are or by synthesizing the plurality of single-color images as
appropriate. Each selection candidate image has the desig-
nated area and the comparison area. The selected image
having the largest difference in average luminance between
the areas can be selected from all the selection candidate
images by calculating the difference in average luminance
between the areas and comparing the differences in average
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luminance of the selection candidate images with each other.
The adjusted image is generated by adjusting the luminance
of the selected image. Then, the optimal image is generated
by obtaining the largest difference in average luminance
between the designated area and the comparison area of the
adjusted image. This configuration can increase the contrast
of the optimal image.

(3) In the configuration according to (1) or (2) described
above, by using a condition obtained in the course of
generating the optimal image from the captured image, the
image processing apparatus may generate the optimal image
from another one of the captured images.

According to this configuration, the condition obtained in
image processing performed earlier in time series can be
used in image processing to be performed later in the time
series. This reduces time required for the later image pro-
cessing.

As an example, in the case where image processing is
performed on a plurality of electronic components of the
same kind which are located at the same coordinates, a
luminance adjustment condition that is used to generate the
adjusted image from the before-adjustment image, a lumi-
nance adjustment condition that is used to generate the
optimal image from the adjusted image, etc. can be used for
both the electronic component that is subjected to the image
processing earlier in the time series and the electronic
component that is subjected to the image processing later in
the time series.

(4) In the configuration according to any one of (1) to (3)
described above, the image processing apparatus may gen-
erate the adjusted image by adjusting a gain value and an
offset value of the before-adjustment image, and the image
processing apparatus may generate the optimal image hav-
ing the largest difference in average luminance, by varying
each of the gain value and the offset value of the adjusted
image in predetermined increments or decrements and cal-
culating the difference in average luminance between the
designated area and the comparison area for each combina-
tion of the gain value and the offset value.

FIG. 1A is a conceptual diagram of gain value adjustment,
and FIG. 1B shows a conceptual diagram of offset value
adjustment. As shown in FIG. 1A, if the magnification of
gain value is more than 1, a luminance distribution A2 can
be obtained which is wider than a luminance distribution Al
before adjustment. If the magnification of gain value is less
than 1, a luminance distribution A3 can be obtained which
is narrower than the luminance distribution Al before
adjustment. Thus, the luminance contrast difference can be
increased by adjusting the gain value.

As shown in FIG. 1B, adjusting the offset value can shift
the position of the luminance distribution without changing
its width, as shown by the relationship between the lumi-
nance distribution Al before adjustment and a luminance
distribution A4 after adjustment. Thus, addition adjustment
of the luminance can be made by adjusting the offset value.

According to this configuration, the adjusted image is
generated by adjusting the gain value and the offset value of
the before-adjustment image. Then, each of the gain value
and the offset value of the adjusted image is varied in the
predetermined increments or decrements. Thereafter, the
difference in average luminance between the designated area
and the comparison area is calculated for each combination
of'the gain value and the offset value (every time at least one
of the gain value and the offset value is varied). The
calculated differences in average luminance are compared
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with each other, and the adjusted image having the largest
difference in average luminance is obtained as the optimal
image.

According to this configuration, after the before-adjust-
ment image is adjusted by adjusting the gain value and the
offset value, the gain value and the offset value are adjusted
again so as to obtain the largest difference in average
luminance between the designated area and the comparison
area. This can increase the contrast between the designated
area and the comparison area in the optimal image.

(5) In the configuration according to any one of (1) to (4)
described above, the lighting apparatus may have a plurality
of illumination units, the plurality of illumination units may
have different incident angles of the illumination light on the
imaging area from each other, and a plurality of the captured
images may be obtained by the imaging apparatus for each
of the plurality of illumination units.

If the incident angle of the illumination light is changed,
the intensity of light that is reflected from the imaging area
to the imaging apparatus is also changed, whereby the
contrast of the captured image is changed. According to this
configuration, there are the plurality of incident angles of the
illumination light, and the number of incident angles is the
same as that of the illumination units. Moreover, the cap-
tured image is obtained at each of the plurality of incident
angles. Thus, a high-contrast captured image can be more
easily obtained.

(5-1) In the configuration according to (5) described
above, the plurality of illumination units may include an
epi-illumination unit that emits the illumination light along
a perpendicular line perpendicular to the imaging area, and
an oblique-illumination unit that emits the illumination light
from a direction crossing the perpendicular line. According
to this configuration, the illumination light can be emitted to
the imaging area from the perpendicular direction perpen-
dicular to the imaging area and the direction crossing the
perpendicular direction.

(6) In the configuration according to any one of (2) to (5)
described above, the plurality of color components may be
three primary color components of red (R), green (G), and
blue (B). According to this configuration, the contrast of the
single-color images of any one of R, and B can be increased
regardless of the color of the electronic component in the
captured image. That is, the image generating apparatus
according to this configuration can be adapted to a variety of
colors of the electronic component.

(7) In the configuration according to any one of (1) to (6)
described above, the electronic component may have a mark
by which an orientation of the electronic component can be
determined, and the mark may be included in the imaging
area and the designated area.

According to this configuration, the orientation inspection
can be performed on the electronic component placed on a
tray or the electronic component mounted on a substrate, by
using the optimal image. Thus, the accuracy of detecting
wrong orientation of the electronic component is increased
regardless of the operator’s skill. Moreover, the detection
accuracy is less likely to vary, regardless of the operator’s
skill.

(8) In the configuration according to (7) described above,
the image generating apparatus may further include a dis-
play apparatus that displays the optimal image, wherein the
image processing apparatus compares the average lumi-
nance of the designated area with that of the comparison area
of'the optimal image before display on the display apparatus,
and the image processing apparatus sets the mark of the
optimal image to be displayed on the display apparatus to
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white if the average luminance of the designated area is
higher than that of the comparison area, and sets the mark of
the optimal image to be displayed on the display apparatus
to black if the average luminance of the designated area is
lower than that of the comparison area. This configuration
can further increase the contrast between the mark in the
designated area and the comparison area. Thus, the mark can
be more easily recognized.

(9) In order to solve the above problems, an image
generating method according to a second aspect of the
present invention includes the steps of: generating a before-
adjustment image based on a captured image of an imaging
area where at least a part of an electronic component is
located; adjusting luminance of the before-adjustment image
s0 as to generate an adjusted image; and setting a difference
in average luminance between a designated area and a
comparison area that is other than the designated area in the
adjusted image largest so as to generate an optimal image.

The image generating method according to the second
aspect includes the before-adjustment image generation
step, the adjusted image generation step, and the optimal
image generation step. In the before-adjustment image gen-
eration step, the imaging area is first imaged to obtain the
captured image. The before-adjustment image is generated
by using as it is the captured image obtained by the imaging,
or by performing image processing on the captured image as
appropriate. The adjusted image is generated by adjusting
the luminance of the before-adjustment image. Then, the
optimal image is generated by setting the difference in
average luminance between the designated area and the
comparison area in the adjusted image largest.

Thus, with the image generating method according to the
second aspect, the high-contrast optimal image optimal for
detection of abnormalities etc. of the electronic component
can be automatically generated from the captured image.
Accordingly, the optimal image can be obtained in a shorter
time as compared to the case where the optimal image is
manually obtained by the operator. Moreover, the accuracy
of detecting abnormalities of the electronic component is
increased regardless of the operator’s skill. Moreover, the
detection accuracy is less likely to vary, regardless of the
operator’s skill.

(10) In the configuration according to (9) described
above, the before-adjustment image generation step may
include the steps of: decomposing the captured image
according to color components to generate a plurality of
single-color images, and generating a plurality of selection
candidate images based on the plurality of single-color
images; and calculating the difference in average luminance
between the designated area and the comparison area for
each of the selection candidate images, and selecting a
selected image having the largest difference in average
luminance from the selection candidate images. The before-
adjustment image may be the selected image.

According to this configuration, the before-adjustment
image generation step includes the selection candidate
image generation step and the image selection step. In the
selection candidate image generation step, the captured
image is first decomposed according to the color compo-
nents to generate the plurality of single-color images. Next,
the plurality of selection candidate images are generated
from the plurality of single-color images by using the
plurality of single-color images as they are, or by synthe-
sizing the plurality of single-color images as appropriate. In
the image selection step, the difference in average luminance
between the designated area and the comparison area is first
calculated for each of the selection candidate images. Then,
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the selected image having the largest difference in average
luminance is selected from the selection candidate images.
This configuration can increase the contrast of the optimal
image.

(11) In the configuration according to (9) or (10)
described above, the image generating method may further
include the step of, after the optimal image generation step,
generating the optimal image from another one of the
captured images by using a condition obtained in the course
from the before-adjustment image generation step to the
optimal image generation step.

According to this configuration, the condition obtained in
image processing performed earlier in time series can be
used in image processing to be performed later in the time
series. This reduces the time required for the later image
processing.

As an example, in the case where image processing is
performed on a plurality of electronic components of the
same kind which are located at the same coordinates, a
luminance adjustment condition that is used to generate the
adjusted image from the before-adjustment image in the
adjusted image generation step, a luminance adjustment
condition that is used to generate the optimal image from the
adjusted image in the optimal image generation step, etc. can
be used for both the electronic component that is subjected
to the image processing earlier in the time series and the
electronic component that is subjected to the image process-
ing later in the time series.

(12) In the configuration according to any one of (9) to
(11) described above, in the adjusted image generation step,
the adjusted image may be generated by adjusting a gain
value and an offset value of the before-adjustment image,
and in the optimal image generation step, the optimal image
having the largest difference in average luminance may be
generated by varying each of the gain value and the offset
value of the adjusted image in predetermined increments or
decrements and calculating the difference in average lumi-
nance between the designated area and the comparison area
for each combination of the gain value and the offset value.

In the adjusted image generation step, the adjusted image
is generated by adjusting the gain value and the offset value
of the before-adjustment image. In the optimal image gen-
eration step, each of the gain value and the offset value of the
adjusted image is varied in the predetermined increments or
decrements. Thereafter, the difference in average luminance
between the designated area and the comparison area is
calculated for each combination of the gain value and the
offset value (every time at least one of the gain value and the
offset value is varied). The calculated differences in average
luminance are compared with each other, and the adjusted
image having the largest difference in average luminance is
obtained as the optimal image.

According to this configuration, after the before-adjust-
ment image is adjusted by adjusting the gain value and the
offset value, the largest difference in average luminance
between the designated area and the comparison area is
obtained by adjusting the gain value and the offset value
again. This can increase the contrast between the designated
area and the comparison area in the optimal image.

(13) In the configuration according to any one of (9) to
(12) described above, the electronic component may have a
mark by which an orientation of the electronic component
can be determined, and the mark may be included in the
imaging area and the designated area.

According to this configuration, the orientation inspection
can be performed on the electronic component placed on a
tray or the electronic component mounted on a substrate, by



US 9,474,195 B2

7

using the optimal image. Thus, the accuracy of detecting
wrong orientation of the electronic component is increased
regardless of the operator’s skill. Moreover, the detection
accuracy is less likely to vary, regardless of the operator’s
skill.

(14) In the configuration according to (13) described
above, in the optimal image generation step, the average
luminance of the designated area may be compared with that
of'the comparison area in the optimal image, the mark of the
optimal image may be set to white if the average luminance
of the designated area is higher than that of the comparison
area, and the mark of the optimal image may be set to black
if the average luminance of the designated area is lower than
that of the comparison area. This configuration can further
increase the contrast between the mark in the designated
area and the comparison area. Thus, the mark can be more
easily recognized.

According to the first and second aspects of the present
invention, an image generating apparatus and an image
generating method can be provided which are capable of
automatically generating a high-contrast optimal image
from a captured image.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A is a conceptual diagram of gain value adjustment,
and FIG. 1B is a conceptual diagram of offset value adjust-
ment;

FIG. 2 is a schematic diagram showing a substrate pro-
duction line incorporating a substrate appearance inspection
machine according to an embodiment of the present inven-
tion;

FIG. 3 is a top view of the substrate appearance inspection
machine;

FIG. 4 is a perspective view of a portion near an inspec-
tion head of the substrate appearance inspection machine;

FIG. 5 is a top view of a substrate on which electronic
components have been mounted;

FIG. 6 is a schematic diagram illustrating an image
generating method according to an embodiment of the
present invention; and

FIG. 7 is a perspective view of an electronic component
mounting machine incorporating an image generating appa-
ratus according to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

An embodiment of an image generating apparatus and an
image generating method according to the present invention
will be described below.

<Layout and Configuration of Substrate Appearance
Inspection Machine>

First, the layout of a substrate appearance inspection
machine incorporating an image generating apparatus of the
present embodiment will be described below. FIG. 2 is a
schematic diagram of a substrate production line having the
substrate appearance inspection machine disposed therein.
As shown in FIG. 2, a substrate production line 9 includes
a plurality of electronic component mounting machines 6, a
substrate appearance inspection machine 7, and a reflow
furnace 92, sequentially from left (upstream) to right (down-
stream). The substrate appearance inspection machine 7 is
interposed between the most downstream one of the elec-
tronic component mounting machines 6 and the reflow
furnace 92.

20

25

35

40

45

8

A multiplicity of electronic components are mounted
stepwise on a substrate that is transferred on the substrate
production line 9, by the plurality of electronic component
mounting machines 6. The substrate appearance inspection
machine 7 inspects the mounting states of the electronic
components on the substrate. The reflow furnace 92 melts
cream solder interposed between the substrate and the
electronic components to solder the electronic components
to the substrate.

The configuration of the substrate appearance inspection
machine 7 will be described below. FIG. 3 is a top view of
the substrate appearance inspection machine 7. Note that a
substrate B is shown hatched in FIG. 3. As shown in FIG. 3,
the substrate appearance inspection machine 7 includes a
base 72, a substrate transfer apparatus 73, an XY robot 74,
an inspection head 75, a control apparatus 70 (see FIG. 2),
an image processing apparatus 4 (see FIG. 2), and a display
apparatus 5 (see FIG. 2).

The substrate transfer apparatus 73 is disposed on the
upper surface of the base 72. The substrate transfer appa-
ratus 73 includes a pair of front and rear conveyor belts 7307,
730r. The position and width of the substrate transfer
apparatus 73 in the front-rear direction can be changed
according to the position and width of transfer portions 660f,
6607 of a substrate transfer apparatus 660 of the electronic
component mounting machine 6 described later in the front-
rear direction (see FIG. 7). The substrate B is transferred
from left to right by the conveyor belts 730f, 7307. The
conveyor belts 730, 7307 have a function as a substrate
transfer device that transfers the substrate.

The “X direction,” the “Y direction,” and the “Z direc-
tion” correspond to the left-right direction, the front-rear
direction, and the up-down direction, respectively. The XY
robot 74 includes a Y-direction slider 740, an X-direction
slider 741, a pair of upper and lower Y-direction guide rails
742, a pair of front and rear X-direction guide rails 743f,
7437, an X-direction movement ball screw portion 744, and
a Y-direction movement ball screw portion 745.

The pair of front and rear X-direction guide rails 743f,
7437 are disposed on the upper surface of the base 72 such
that the substrate transfer apparatus 73 is interposed ther-
ebetween in the front-rear direction. The X-direction slider
741 is attached to the pair of front and rear X-direction guide
rails 743f, 7437 so as to be slidable in the left-right direction.
The X-direction slider 741 is driven by the X-direction
movement ball screw portion 744 attached to the base 72.
The pair of upper and lower Y-direction guide rails 742 are
disposed on the X-direction slider 741. The Y-direction
slider 740 is attached to the pair of upper and lower
Y-direction guide rails 742 so as to be slidable in the
front-rear direction. The Y-direction slider 740 is driven by
the Y-direction movement ball screw portion 745 attached to
the X-direction slider 741.

The inspection head 75 is attached to the right surface of
the Y-direction slider 740. Thus, the inspection head 75 is
movable in the front-rear and left-right directions by the XY
robot 74. FIG. 4 is a perspective view of a portion near the
inspection head 75 of the substrate appearance inspection
machine 7. As shown in FIG. 4, the inspection head 75
includes a frame 750, a lighting apparatus 2, and an imaging
apparatus 3. The frame 750 includes three-stage brackets,
namely upper, middle, and lower brackets 750U, 750M, and
750D. Each of the brackets 750U, 750M, 750D is provided,
in the center thereof, with a hole that allows light to pass
therethrough.

The lighting apparatus 2 includes an epi-illumination unit
20U, an upper oblique-illumination unit 20M, and a lower
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oblique-illumination unit 20D. The epi-illumination unit
20U, the upper oblique-illumination unit 20M, and the lower
oblique-illumination unit 20D are conceptually included in
the “illumination unit” of the present invention.

The epi-illumination unit 20U is attached to the upper
bracket 750U. The epi-illumination unit 20U includes a light
source 200U, a half mirror 201U, and an optical system (not
shown). As shown by dotted lines in FIG. 4, light (illumi-
nation light) 21U emitted from the light source 200U is
converted to parallel light by the optical system having a
lens and the like. The emitted light 21U travels leftward,
changes its direction by 90° at the half mirror 201U, and
travels downward. Thus, an imaging area B1 on the upper
surface of the substrate B is irradiated with the emitted light
21U from the direction directly above the imaging area B1.
An incident angle OU of the emitted light 21U on the
imaging area B1 is 90°.

The upper oblique-illumination unit 20M is attached to
the middle bracket 750M. The upper oblique-illumination
unit 20M includes a ring-shaped light source 200M. As
shown by dotted lines in FIG. 4, the imaging area B1 on the
upper surface of the substrate B is irradiated with upper
oblique light (illumination light) 21M emitted from the light
source 200M from the direction of an incident angle 6M
(<eU).

The lower oblique-illumination unit 20D is attached to the
lower bracket 750D. The lower oblique-illumination unit
20D includes a ring-shaped light source 200D. As shown by
dotted lines in FIG. 4, the imaging area B1 on the upper
surface of the substrate B is irradiated with lower oblique
light (illumination light) 21D emitted from the light source
200M from the direction of an incident angle 6D (<6M).

The light sources 200U, 200M, and 200D are white
light-emitting diodes (LEDs). Thus, each of the light sources
200U, 200M, and 200D has all of three primary color
components of red (R), green (G), and blue (B). The imaging
apparatus 3 is attached to the upper bracket 750U. The
imaging apparatus 3 is a charge coupled device (CCD) area
sensor. The imaging apparatus 3 has an imaging plane on
which a multiplicity of light receiving elements are arranged
two-dimensionally. The imaging apparatus 3 images the
imaging area B1 from the direction directly above the
imaging area B1.

The control apparatus 70 shown in FIG. 2 is capable of
controlling in an integrated manner the substrate transfer
apparatus 73, the XY robot 74, and the inspection head 75,
which are described above. The control apparatus 70 is
electrically connected to the image processing apparatus 4
and the display apparatus 5.

An image generating apparatus 1 of the present embodi-
ment is incorporated in the substrate appearance inspection
machine 7. The image generating apparatus 1 includes the
lighting apparatus 2, the imaging apparatus 3, the image
processing apparatus 4, and the display apparatus 5, out of
the constituent members of the substrate appearance inspec-
tion machine 7.

<Movement of Substrate Appearance Inspection Machine
and Image Generating Apparatus During Production of
Substrate>

Movement of the substrate appearance inspection
machine 7 and the image generating apparatus 1 during
production of the substrate will be described below. As
shown in FIG. 2, the substrate on which electronic compo-
nents have been mounted passes through the substrate
appearance inspection machine 7. The mounting state of the
electronic components on the substrate is inspected here.
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FIG. 5 is a top view of the substrate on which the
electronic components have been mounted. As shown in
FIG. 5, various electronic components P1 to P6 have been
mounted on the substrate B. All the electronic components
P1 to P6 are imaged by the imaging apparatus 3 shown in
FIG. 4 in a predetermined order. Thus, the electronic com-
ponents P1 to P6 are inspected for positional displacement
or orientation displacement, or the electronic components P1
to P6 are inspected to see if there is any component missing.

An example in which the orientation of any one of the
electronic components (the electronic component P1 in this
example) is inspected will be described below. In the ori-
entation inspection, the electronic component P1 is
inspected to check if the orientation of the electronic com-
ponent P1 matches a predetermined orientation (e.g., to
check if the electronic component P1 is properly mounted on
the substrate B and not rotated 90° or 180°).

First, the inspection head 75 shown in FIGS. 3 and 4 is
moved to the position directly above the electronic compo-
nent P1 so that the electronic component P1 is located in the
imaging area B1. Next, the epi-illumination unit 20U, the
upper oblique-illumination unit 20M, and the lower oblique-
illumination unit 20D, which are shown in FIG. 4, are
sequentially turned on, and the imaging area B1 is imaged
by the imaging apparatus 3 shown in FIG. 4 when each
illumination unit is turned on. That is, a total of three images
are obtained. Then, the three images are processed by the
image processing apparatus 4 shown in FIG. 2. Subse-
quently, the orientation of the electronic component P1 is
inspected.

If the substrate B is the first substrate that has been
transferred, an optimal image of the imaging area B1 is
generated through a before-adjustment image generation
step (a selection candidate image generation step and an
image selection step), an adjusted image generation step,
and an optimal image generation step of an image generating
method described below. Then, the orientation inspection is
performed by using the optimal image. On the other hand, if
the substrate B is the second or subsequent one of the
substrates transferred, an optimal image of the imaging area
B1 is generated only through a condition utilization step of
the image generating method described below. Then, the
orientation inspection is performed by using the optimal
image.

The optimal image is displayed on the display apparatus
(display) 5. Whether the orientation of the electronic com-
ponent is correct or not is automatically determined based on
the average luminance of the optimal image, as described
below. After inspection of all the electronic components P1
to P6 shown in FIG. 5 is completed, the inspected substrate
is carried from the substrate appearance inspection machine
7 into the reflow furnace 92, as shown in FIG. 2.

<Image Generating Method>

The image generating method of the present embodiment
will be described below. An example will be described
below in which an optimal image is generated from captured
images of the electronic component P1 located in a region
VI shown in FIG. 5. FIG. 6 is a schematic diagram illus-
trating the image generating method of the present embodi-
ment. As shown in FIG. 6, the image generating method of
the present embodiment includes the before-adjustment
image generation step, the adjusted image generation step,
the optimal image generation step, and the condition utili-
zation step (not shown).

[Before-Adjustment Image Generation Step]|

This step includes the selection candidate image genera-
tion step and the image selection step.
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(Selection Candidate Image Generation Step)

In this step, the inspection head 75 shown in FIGS. 3 and
4 is first moved by the control apparatus 70 shown in FIG.
2 so that the electronic component P1 shown in FIG. 5 is
located in the imaging area B1 shown in FIG. 4.

Next, the epi-illumination unit 20U shown in FIG. 4 is
turned on by the control apparatus 70 shown in FIG. 2. Then,
with the emitted light 21U being incident on the imaging
area B1 from directly thereabove, the imaging area B1 is
imaged by the imaging apparatus 3. Thereafter, the epi-
illumination unit 20U shown in FIG. 4 is turned off and the
upper oblique-illumination unit 20M is turned on by the
control apparatus 70 shown in FIG. 2. Subsequently, with
the upper oblique light 21M being incident on the imaging
area B1 from an upper peripheral level, the imaging area B1
is imaged by the imaging apparatus 3. Then, the upper
oblique-illumination unit 20M shown in FIG. 4 is turned off
and the lower oblique-illumination unit 20D is turned on by
the control apparatus 70 shown in FIG. 2. Subsequently,
with the lower oblique light 21D being incident on the
imaging area B1 from a lower peripheral level, the imaging
area B1 is imaged by the imaging apparatus 3. In this
manner, three captured images D1 to D3 are obtained at
different incident angles of the illumination light, as shown
in FIG. 6.

A designated area E1 and a comparison area E2 are set in
each of the captured images D1 to D3. The shape and size
(the number of pixels: 8 bits) of the designated area E1 are
the same as those of the comparison area E2. A circular mark
M is included in the designated area E1

The three captured images D1 to D3 are color images.
Each of the captured images D1 to D3 is decomposed into
three primary color components of R, and B. These primary
color components are turned into data, and transmitted from
the imaging apparatus 3 to the image processing apparatus
4 shown in FIG. 2. In the image processing apparatus 4,
three single-color images D1R, D1G, and D1B of the three
primary colors R, G, and B are generated from the captured
image D1, three single-color images D2R, D2G, and D2B of
the three primary colors R, G, and B are generated from the
captured image D2, and three single-color images D3R,
D30, and D3B of the three primary colors R, G, and B are
generated from the captured image D3. A total of nine
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, and D3B are generated in this manner. The nine
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, and D3B are used as they are as selection
candidate images.

(Image Selection Step)

In this step, the difference in average luminance between
the designated area E1 and the comparison areca E2 is
calculated for each of the nine single-color images DI1R,
D1G, D1B, D2R, D2G, D2B, D3R, D3G, and D3B.

Specifically, the luminance of each pixel in the designated
area E1 is detected, and a sum of the respective luminance
values of the pixels is divided by the number of pixels in the
designated area E1. Similarly, the luminance of each pixel in
the comparison area E2 is detected, and a sum of the
respective luminance values of the pixels is divided by the
number of pixels in the comparison area E2. The average
luminance of the designated area E1 and the average lumi-
nance of the comparison area E2 are calculated in this
manner.

Next, the difference in average luminance between the
designated area E1 and the comparison area E2 is calculated
for each of the nine single-color images DI1R, D1G, D1B,
D2R, D2G; D2B, D3R, D3G, and D3B. Then, the single-
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color image (the single-color image D1R in this example)
having the largest difference in average luminance is
selected as a selected image F1R.

[Adjusted Image Generation Step|

In this step, a lookup table is first created. Specifically, the
range of a gain value J is set to 0.00 to 255.00. The range of
an offset value I is set to —255 to 255. A brightness reference
value H is calculated by the following expression (1).

H=127.5-Ix0.5 o)

Brightness J after conversion is calculated by the follow-
ing expression (2).

J=((x-H)xJ+H+0.5)+] @

The lookup table is created by increasing a variable x in
the expression (2) in increments of 1 from 0 to 255. Note that
J is set to 0 (J=0) when the brightness J after conversion is
lower than 0, and J is set to 255 (J=255) when the brightness
J after conversion is higher than 255.

Then, image conversion is performed on the selected
image F1R based on the lookup table thus created. Thus, an
adjusted image K1R is generated which has higher contrast
between the designated area E1 and the comparison area E2
than the selected image F1R.

[Optimal Image Generation Step]

In this step, the offset value for the adjusted image K1R
is varied in increments or decrements of 10 from -200 to
200 while increasing the gain value in increments of 0.20
from 0.00 to 255.00. The difference in average luminance
between the designated area E1 and the comparison area E2
is calculated for each combination of the gain value and the
offset value. Note that the difference in average luminance is
calculated by a method similar to that in the image selection
step.

For example, if the gain value is 1.00 and the offset value
is varied from -200 to 200, (gain value, offset value) is
(1.00, -200), (1.00, -190), (1.00, —180), . . . (1.00, 180),
(1.00, 190), and (1.00, 200). The difference in average
luminance between the designated area E1 and the compari-
son area E2 is calculated for each combination of the gain
value and the offset value.

If the gain value is 1.20 and the offset value is varied from
-200 to 200, (gain value, offset value) is (1.20, -200), (1.20,
-190), (1.20, -180), . . . (1.20, 180), (1.20, 190), and (1.20,
200). The difference in average luminance between the
designated area E1 and the comparison area E2 is calculated
for each combination of the gain value and the offset value.

Then, the combination of the gain value and the offset
value is selected which has the largest difference in average
luminance. Note that if there are a plurality of combinations
yielding the largest difference in average luminance, the
combination having the smallest gain value is selected. The
reason for this is that the larger the gain value is, the greater
the influence of the individual differences is.

Thereafter, image conversion is performed on the adjusted
image K1R by using the selected combination of the gain
value and the offset value, thereby generating an optimal
image L1R having higher contrast between the designated
area E1 and the comparison area E2 than the adjusted image
K1R.

Subsequently, the average luminance is compared
between the designated area E1 and the comparison area E2
of the optimal image [.1R by using the combination of the
gain value and the offset value that yields the largest
difference in average luminance. If the average luminance of
the designated area E1 is higher than that of the comparison
area E2, the mark M of the optimal image L1R is set to
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white. On the other hand, if the average luminance of the
designated area E1 is lower than that of the comparison area
E2, the mark M of the optimal image L1R is set to black.

The optimal image L1R thus having the black or white
mark M is displayed on the display apparatus 5 shown in
FIG. 2. Whether the orientation of the electronic component
is correct or not is automatically determined. Specifically, as
described in Japanese Patent Application Publication No.
JP-A-2009-76796, the image processing apparatus 4 com-
pares the average luminance of the designated area E1 with
that of the comparison area E2 in the optimal image L1R
shown in FIG. 6. It is herein assumed that the orientation
shown in FIG. 6 is a correct mounting orientation of the
electronic component P1. When it is determined, based on
the comparison result, that the average luminance in the
designated area E1 is higher than that of the comparison area
E2, this means that the mark M having high luminance is
present in the designated area E1. Thus, it is determined that
the orientation of the electronic component P1 is correct. On
the contrary, when it is determined that the average lumi-
nance of the designated area E1 is lower than that of the
comparison area E2, this means that the mark M having high
luminance is present in the comparison area E2. Thus, it is
determined that the orientation of the electronic component
P1 is wrong.

The series of steps described above, namely the selection
candidate image generation step, the image selection step,
the adjusted image generation step, and the optimal image
generation step, are performed on all of the electronic
components P1 to P6 shown in FIG. 5. After inspection of
all the electronic components P1 to P6 is completed, the
inspected substrate is carried from the substrate appearance
inspection machine 7 into the reflow furnace 92, as shown
in FIG. 2.

[Condition Utilization Step]

As shown in FIG. 2, if the inspected substrate is carried
into the reflow furnace 92, the subsequent substrate to be
inspected is transferred from the electronic component
mounting machine 6 into the substrate appearance inspec-
tion machine 7. In this step, the electronic components on
the new substrate are inspected by utilizing as they are the
conditions obtained by the series of steps described above,
namely the selection candidate image generation step, the
image selection step, the adjusted image generation step, and
the optimal image generation step.

Specifically, the new substrate is of the same kind as the
inspected substrate. That is, as shown in FIG. 5, the same
electronic components P1 to P6 are mounted at the same
coordinates on both the new substrate B and the inspected
substrate B. Thus, the conditions for the electronic compo-
nent P1 on the inspected substrate B can be used as they are
for the electronic component P1 on the new substrate B. The
same applies to the electronic components P2 to P6.

As an example, inspection of the orientation of the
electronic component P1 on the new substrate B will be
described below by comparing with the inspection of the
orientation of the electronic component P1 on the inspected
substrate B described above.

(Selection Candidate Image Generation Step)

The only one captured image D1 is obtained in this step.
That is, the imaging conditions of the captured image D1 are
utilized which have been set in the selection candidate image
generation step performed on the inspected substrate. The
imaging conditions are conceptually included in the “con-
dition” in the present invention. Specifically, the epi-illumi-
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nation unit 20U shown in FIG. 4 is turned on, and the
imaging area B1 is imaged by using the imaging apparatus
3.

The reason why the only one captured image D1 is
obtained is that, as shown in FIG. 6, it has already been
known from the result of the selection candidate image
generation step and the image selection step performed on
the inspected substrate that the single-color image D1R
obtained from the captured image D1 is going to be selected
as the selected image F1R.

(Image Selection Step)

In this step, the single-color image D1R is selected as it
is as the selected image F1R.

(Adjusted Image Generation Step)

The lookup table created in the adjusted image generation
step performed on the inspected substrate is used in this step.
The lookup table is conceptually included in the “condition”
in the present invention. That is, image conversion is per-
formed on the selected image F1R by using the lookup table.
Thus, the adjusted image K1R is generated which has higher
contrast between the designated area E1 and the comparison
area E2 than the selected image F1R.

(Optimal Image Generation Step)

In this step, a combination of the gain value and the offset
value that yields the largest difference in average luminance
is used. This combination is the combination obtained in the
optimal image generation step performed on the inspected
substrate. The combination of the gain value and the offset
value that yields the largest difference in average luminance
is conceptually included in the “condition” in the present
invention. That is, image conversion is performed on the
adjusted image K1R by using this combination of the gain
value and the offset value. Thus, the optimal image L1R is
generated which has higher contrast between the designated
area E1 and the comparison area E2 than the adjusted image
K1R.

Then, the optimal image [.1R having the white mark M is
displayed on the display apparatus 5 shown in FIG. 2. Thus,
whether the orientation of the electronic component is
correct or not is automatically determined.

The condition utilization step is performed on all of the
electronic components P1 to P6 shown in FIG. 5. After
inspection of all the electronic components P1 to P6 is
completed, the inspected substrate is carried from the sub-
strate appearance inspection machine 7 into the reflow
furnace 92, as shown in FIG. 2. When the inspected substrate
is carried into the reflow furnace 92, the subsequent sub-
strate to be inspected is transferred from the electronic
component mounting machine 6 to the substrate appearance
inspection machine 7. The condition utilization step is also
performed on this substrate. Thus, the condition utilization
step is sequentially repeatedly performed on the substrates
of the same kind.

<Operations and Effects>

Operations and effects of the image generating apparatus
1 and the image generating method according to the present
embodiment will be described below. According to the
image generating apparatus 1 and the image generating
method of the present embodiment, as shown in FIG. 6, the
high-contrast optimal image L.1R that is optimal for detec-
tion of abnormalities etc. of the electronic components P1 to
P6 can be automatically generated from the captured images
D1 to D3. Thus, the optimal image [L1R can be obtained in
a shorter time as compared to the case where the optimal
image [L1R is manually obtained by the operator. Moreover,
the accuracy of detecting abnormalities of the electronic
components P1 to P6 is increased regardless of the opera-
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tor’s skill. Moreover, the detection accuracy is less likely to
vary, regardless of the operator’s skill.

According to the image generating apparatus 1 and the
image generating method of the present embodiment, the
conditions obtained when the selection candidate image
generation step, the image selection step, the adjusted image
generation step, and the optimal image generation step are
performed on the first substrate can be used as they are for
the second and subsequent substrates. Namely, the condition
utilization step can be repeatedly performed on the second
and subsequent substrates.

That is, the conditions obtained in the orientation inspec-
tion of the electronic components P1 to P6 on the first
substrate (the number of captured images D1 and the imag-
ing conditions in the selection candidate image generation
step, the lookup table in the adjusted image generation step,
the combination of the gain value and the offset value that
yields the largest difference in average luminance in the
optimal image generation step, etc.) can be utilized as they
are in the orientation inspection of the electronic compo-
nents P1 to P6 on the second and subsequent substrates. This
reduces the time required for the image processing and
therefore for the orientation inspection of the electronic
components P1 to P6.

According to the image generating apparatus 1 and the
image generating method of the present embodiment, as
shown in FIG. 6, the gain value and the offset value are
adjusted in the adjusted image generation step so as to
generate the adjusted image K1R from the selected image
F1R. Moreover, in the optimal image generation step, the
gain value and the offset value are adjusted again so as to
generate the optimal image 1R from the adjusted image
K1R. This can increase the contrast between the designated
area E1 and the comparison area E2 in the optimal image
L1R.

According to the image generating apparatus 1 and the
image generating method of the present embodiment, as
shown in FIG. 4, the lighting apparatus 2 includes the
epi-illumination unit 20U, the upper oblique-illumination
unit 20M, and the lower oblique-illumination unit 20D. The
incident angle 68U of the light 21U emitted from the epi-
illumination unit 20U, the incident angle 6M of the upper
oblique light 21M from the upper oblique-illumination unit
20M, and the incident angle 6D of the lower oblique light
21D from the lower oblique-illumination unit 20D are
different from each other. The captured image D1 shown in
FIG. 6 is captured by the imaging apparatus 3 when the
imaging area B1 is irradiated with the emitted light 21U. The
captured image D2 shown in FIG. 6 is captured by the
imaging apparatus 3 when the imaging area B1 is irradiated
with the upper oblique light 21M. The captured image D3
shown in FIG. 6 is captured by the imaging apparatus 3
when the imaging area Bl is irradiated with the lower
oblique light 21D. Thus, the contrast varies among the
captured images D1 to D3. This makes it easier to obtain the
captured image D1 to D3 having high contrast.

According to the image generating apparatus 1 and the
image generating method of the present embodiment, the
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, and D3B of the three primary colors R, G, and
B are generated, as shown in FIG. 6. Thus, the contrast of the
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, D3B of any one of R, G, and B can be increased
regardless of the color of the electronic components P1 to P6
in the captured images D1 to D3. That is, the image
generating apparatus 1 and the image generating method of
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the present embodiment can be adapted to a variety of colors
of the electronic components P1 to P6.

According to the image generating apparatus 1 and the
image generating method of the present embodiment, as
shown in FIG. 2, the mark M in the optimal image [L1R that
is displayed on the display apparatus 5 is set to white or
black according to the average luminance values of the
designated area E1 and the comparison area E2. This can
further increase the contrast between the mark M in the
designated area E1 and the comparison area E2. Thus, the
mark M can be more easily recognized.

<Others>

The embodiment of the image generating apparatus and
the image generating method according to the present inven-
tion is described above. However, embodiments are not
particularly limited to the one described above. It will be
apparent to those skilled in the art that various modifications
or variations may be made without departing from the scope
of the invention.

Although the image generating apparatus 1 is incorpo-
rated in the substrate appearance inspection machine 7 in the
above embodiment, the image generating apparatus 1 may
be incorporated in the electronic component mounting
machine 6. FIG. 7 is a perspective view of the electronic
component mounting machine 6 incorporating the image
generating apparatus according to the embodiment of the
present invention. The electronic component mounting
machine 6 includes a base 65, a module 66, a tray unit 67,
a device pallet 63, a control apparatus 60 (see FIG. 2), an
image processing apparatus 61 (see FIG. 2), and a display
apparatus 62 (see FIG. 2).

The module 66 is detachably provided on the upper
surface of the base 65. The module 66 includes the substrate
transfer apparatus 660, an XY robot 661, a mount head 662,
a mark camera 663, a part camera 64, and a lighting
apparatus (not shown). The substrate transfer apparatus 660
includes the pair of front and rear transfer portions 660f,
6607. The mark camera 663 is conceptually included in the
“imaging apparatus” of the present invention.

Each of the transfer portions 660/, 6607 includes a pair of
conveyor belts. Each of the transfer portions 6607, 660~ is
capable of transferring the substrate B. The XY robot 661
includes a Y-direction slider 661a, an X-direction slider
66154, a pair of right and left Y-direction guide rails 661c¢, and
a pair of upper and lower X-direction guide rails 661d. The
pair of right and left Y-direction guide rails 661c are
disposed on the upper surface of the inner space of a housing
of the module 66. The Y-direction slider 661a is attached to
the pair of right and left Y-direction guide rails 661c¢ so as
to be slidable in the front-rear direction. The pair of upper
and lower X-direction guide rails 661d are disposed on the
front surface of the Y-direction slider 661a. The X-direction
slider 6615 is attached to the pair of upper and lower
X-direction guide rails 6614 so as to be slidable in the
left-right direction.

The mount head 662 is attached to the X-direction slider
6615. Thus, the mount head 662 is movable in the front-rear
and left-right directions by the XY robot 661. A suction
nozzle 662a is attached to a lower portion of the mount head
662. The suction nozzle 6624 is movable downward with
respect to the mount head 662.

The mark camera 663 and the lighting apparatus (white
LED), together with the mount head 662, are attached to the
X-direction slider 661. The mark camera 663 and the
lighting apparatus (white LED) are movable in the front-rear
and left-right directions by the XY robot 661. The mark
camera 663 is capable of imaging the substrate B and an
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alignment mark on the electronic component. The lighting
apparatus is capable of emitting illumination light to an
imaging area of the mark camera 663.

The part camera 64 is disposed in front of the transfer
portion 660f. The suction nozzle 662a (i.e., the mount head
662) that has picked up the electronic component by suction
passes above the part camera 64. At this time, the electronic
component on the suction nozzle 662q is imaged by the part
camera 64.

The device pallet 63 is mounted in a front opening of the
module 66. The tray unit 67 is disposed in front of the base
65. The tray unit 67 includes a case 670 and a shuttle
conveyor 671. A plurality of trays 672 are stacked in the
up-down direction in the case 670. The rear end of the
shuttle conveyor 671 reaches the upper edge of the device
pallet 63. The trays 672 in the case 670 are capable of being
drawn rearward (in the direction toward the substrate B) by
the shuttle conveyor 671.

The image generating apparatus 1 of the present embodi-
ment is incorporated in the electronic component mounting
machine 6. The image generating apparatus 1 includes the
lighting apparatus, the mark camera 663, the image process-
ing apparatus 61, and the display apparatus 62 out of the
constituent members of the electronic component mounting
machine 6.

Electronic components are placed on the trays 672. Each
electronic component is transferred by the suction nozzle
662a from the tray 672 to the mounting coordinates on the
substrate B via the part camera 64. The electronic compo-
nent is mounted at the mounting coordinates on the substrate
B by the suction nozzle 662a.

If the orientation of the electronic component placed on
the tray 672 is different from the orientation of the electronic
component that is mounted on the substrate B, the orienta-
tion of the electronic component P1 that is mounted may not
match a predetermined orientation. For example, the elec-
tronic component P1 may be mounted so as to be rotated 90°
or 180° with respect to the predetermined orientation. Thus,
the orientation of the electronic component on the tray 672
may be inspected before the orientation inspection is per-
formed in the substrate appearance inspection machine 7
shown in FIG. 2.

In the case of the orientation inspection of the electronic
component on the tray 672, the control apparatus 60 per-
forms the operation of the control apparatus 70 shown in
FIG. 2, the image processing apparatus 61 performs the
operation of the image processing apparatus 4 shown in FIG.
2, and the display apparatus 62 performs the operation of the
display apparatus 5 shown in FIG. 2. Moreover, the mark
camera 663 shown in FIG. 7 performs the operation of the
imaging apparatus 3 shown in FIG. 4, and the lighting
apparatus provided together with the mark camera 663
performs the operation of the lighting apparatus 2 shown in
FIG. 4. Incorporating the image generating apparatus 1 in
the electronic component mounting machine 6 can increase
the contrast of the image of the electronic component on the
tray 672. Thus, the accuracy of detecting wrong orientation
of the electronic component can be increased.

Instead of the mark camera 663, the part camera 64 may
be used as the imaging apparatus of the image generating
apparatus 1. The lighting apparatus (not shown) provided
together with the part camera 64 may be used as the lighting
apparatus of the image generating apparatus 1. This can
increase the contrast of the image of the electronic compo-
nent sucked by the suction nozzle 662a. Thus, the accuracy
of detecting wrong orientation of the electronic component
can be increased.
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In the above embodiment, white LEDs are used as the
light sources 200U, 200M, and 200D, as shown in FIG. 4.
However, single-color LEDs of R, G, and B may be used in
combination as the light sources 200U, 200M, and 200D.
Other illumination units such as a fluorescent lamp may be
used. The light sources 200M, 200D need not necessarily
have a ring shape (an endless annular shape). For example,
the light sources 200M, 200D may have a dot shape or a
partial arc shape.

In the above embodiment, as shown in FIG. 4, the three
illumination units, namely the epi-illumination unit 20U, the
upper oblique-illumination unit 20M, and the lower oblique-
illumination unit 20D, are provided in the lighting apparatus
2. However, the number of illumination units is not particu-
larly limited. If the number of illumination units is one,
disposing the illumination unit so as to be movable with
respect to the imaging apparatus 3 allows the incident angle
of'the illumination light to be switched as appropriate among
oU, 6M, and 6D.

In the above embodiment, as shown in FIG. 6, the three
captured images D1 to D3 are obtained by the imaging
apparatus 3 in the selection candidate image generation step.
However, the number of captured images D1 to D3 is not
particularly limited. The plurality of single-color images
DI1R, D1G, D1B, D2R, D2G, D2B, D3R, D3G, and D3B can
be generated even if the number of captured images D1 to
D3 is one.

In the above embodiment, as shown in FIG. 6, the
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, and D3B are generated from the captured
images D1 to D3, and the selected image F1R is generated
from the single-color images D1R, D1G, D1B, D2R, D2G,
D2B, D3R, D3G, and D3B in the before-adjustment image
generation step. However, if the number of captured images
D1 to D3 is one, the captured image D1 to D3 may be used
as it is as the before-adjustment image (the selected image)
F1R. This reduces the time required for image processing.

The color components of the single-color images DIR,
D1G, D1B, D2R, D2G, D2B, D3R, D3G, and D3B are not
particularly limited. The captured images D1 to D3 need not
necessarily be color images.

In the above embodiment, as shown in FIG. 6, the
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, and D3B are used as they are as the selection
candidate images in the selection candidate image genera-
tion step. However, an image obtained by synthesizing the
single-color images D1R, D1G, D1B, D2R, D2G, D2B,
D3R, D3G, and D3B as appropriate may be used as the
selection candidate image. In this case, the single-color
images DIR, D1G, D1B, D2R, D2G, D2B, D3R, D3G, and
D3B need only be synthesized so as to increase the contrast
between the designated area E1 and the comparison area E2
in the selected candidate image. The number of single-color
images DIR, D1G, D1B, D2R, D2G, D2B, D3R, D3G, and
D3B to be synthesized (how many of the single-color
images DIR, D1G, D1B, D2R, D2G, D2B, D3R, D3G, and
D3B are synthesized to generate a single selection candidate
image) is not particularly limited. Moreover, the number of
selection candidate images to be generated is not particularly
limited.

In the above embodiment, as shown in FIG. 5, the
orientation inspection is performed by using the circular
mark M on the electronic component P1. However, the mark
M for use in the orientation inspection is not particularly
limited. A character, a number, a model number, etc. on the
electronic component P2, a semicircular pattern on the
electronic component P3, a trapezoidal pattern on the elec-
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tronic component P4, a quadrangular pattern on the elec-
tronic component P5, a linear pattern on the electronic
component P6, etc. may be used as the mark M. A shape
feature of the electronic component may be used as the mark
M.

In the above embodiment, as shown in FIG. 6, the
designated area E1 and the comparison area E2 are arranged
diagonally. However, the positional relationship between the
designated area E1 and the comparison area E2 is not
particularly limited. The designated area E1 and the com-
parison area E2 need only be arranged so as to increase the
contrast between the designated area E1 and the comparison
area E2.

In the above embodiment, as shown in FIG. 6, the lookup
table is created by using the expressions (1) and (2) in the
adjusted image generation step. That is, the image modula-
tion (enhancement) is performed by using the expressions
(1) and (2). However, the image modulation may be per-
formed by using a modulation expression other than the
expressions (1) and (2). The range of the gain value J and the
range of the offset value I which are set when creating the
lookup table are not particularly limited. Moreover, the
increments of the variable x in the expression (2) are not
particularly limited.

In the above embodiment, as shown in FIG. 6, the
difference in average luminance between the designated area
E1 and the comparison area E2 is calculated for each
combination of the gain value and the offset value by
varying the gain value and the offset value for the adjusted
image K1R in the optimal image generation step. However,
the increments or decrements of the gain value and the offset
value are not particularly limited. If there are a plurality of
combinations of the gain value and the offset value that yield
the largest difference in average luminance, a combination
of the gain value and the offset value that has the smallest
gain value need not necessarily be selected.

In the above embodiment, as shown in FIG. 6, the
orientation of the electronic component P1 is automatically
determined by comparing the average luminance of the
designated area E1 with that of the comparison area E2 of
the optimal image L.1R by the image processing apparatus 4.
However, the orientation of the electronic component P1
may be visually determined by the operator by looking at the
screen of the display apparatus 5. In this case, the mark M
in the optimal image [L1R that is displayed on the display
apparatus 5 is set to white or black according to the
respective average luminance values of the designated area
E1 and the comparison area E2. This makes it easier for the
operator to determine the orientation of the electronic com-
ponent P1.

As shown in FIG. 6, in the optimal image generation step,
the image processing apparatus 4 may set intermediate
luminance (which need not necessarily be a median value)
between the average luminance of the designated area E1
and the average luminance of the comparison area E2 of the
optimal image L1R as a threshold value. The orientation of
the electronic component P1 may be inspected by using this
threshold value. In the condition utilization step, this thresh-
old value may be used for the orientation inspection of the
subsequent electronic component. The threshold value is
conceptually included in the “condition” in the present
invention.

In the above embodiment, as shown in FIG. 6, the
before-adjustment image generation step (the selection can-
didate image generation step and the image selection step),
the adjusted image generation step, and the optimal image
generation step in the image processing method are per-

20

25

40

45

50

55

20

formed on the first substrate B transferred to the substrate
appearance inspection machine 7. However, these steps may
be performed outside the substrate production line 9, and the
substrate appearance inspection machine 7 may inspect the
orientation of the electronic component on the first substrate
B transferred thereto, by utilizing the same conditions
obtained by these steps. In this case, an imaging environ-
ment similar to that of the substrate appearance inspection
machine 7, such as that shown in FIG. 4, need be provided
outside the substrate production line 9.

In the above embodiment, the control apparatus 70 and
the image processing apparatus 4 of the substrate appearance
inspection machine 7 are separately disposed. However, the
control apparatus 70 and the image processing apparatus 4
of the substrate appearance inspection machine 7 may be
integrally disposed by using a common computer or the like.
Similarly, the control apparatus 60 and the image processing
apparatus 61 of the electronic component mounting machine
6 may be integrally disposed. Although the substrate appear-
ance inspection machine 7 is disposed upstream of the
reflow furnace 92 in the above embodiment, the substrate
appearance inspection machine 7 may be provided down-
stream of the reflow furnace 92.

In the above embodiment, as shown in FIG. 5, the
orientation inspection is individually performed on the elec-
tronic components P1 to P6. However, the orientation
inspection may be performed on two or more of the elec-
tronic components P1 to P6 at a time by using the imaging
apparatus 3 having a large imaging area B1. This reduces the
time required for the orientation inspection. In the present
embodiment, the image generating apparatus and the image
generating method according to the present invention are
used for the orientation inspection of the electronic compo-
nents. However, the image generating apparatus and the
image generating method according to the present invention
may be used to inspect the electronic components for
positional displacement, or to inspect to see if there is any
component missing.

What is claimed is:

1. An image generating apparatus used for generating an
image for inspecting an orientation of an electronic compo-
nent mounted on a plurality of substrates of an identical
type, the image generating apparatus comprising:

a lighting apparatus that emits illumination light to an
imaging area where at least a part of the electronic
component is located;

an imaging apparatus that images the imaging area irra-
diated with the illumination light; and

an image processing apparatus that generates a before-
adjustment image based on a captured image obtained
by the imaging, generates an adjusted image by adjust-
ing luminance of the before-adjustment image, and
generates an optimal image by setting a difference in
average luminance between a designated area and a
comparison area that is other than the designated area
in the adjusted image largest,

wherein
the image processing apparatus combines a plurality of

single-color images obtained by decomposing,
according to color components, each of a plurality of
the captured images obtained from a first one of the
substrates to generate the before-adjustment image,
generates the adjusted image by adjusting luminance
of the before-adjustment image, and generates the
optimal image by setting the difference in average
luminance between the designated area and the com-
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parison area that is other than the designated area in
the adjusted image largest, and
the image processing apparatus generates the optimal
image from another one of the captured images
obtained from a second or subsequent one of the
substrates, by using a condition (including an imag-
ing condition of the captured image) obtained in the
course of generating the optimal image from the
captured image.
2. The image generating apparatus according to claim 1,
wherein
the image processing apparatus generates a plurality of
selection candidate images based on a plurality of
single-color images obtained by decomposing the cap-
tured image according to color components, calculates
the difference in average luminance between the des-
ignated area and the comparison area for each of the
selection candidate images, and selects a selected
image having the largest difference in average lumi-
nance from all the selection candidate images, and
the before-adjustment image is the selected image.
3. The image generating apparatus according to claim 1,
wherein
by using a condition obtained in the course of generating
the optimal image from the captured image, the image
processing apparatus generates the optimal image from
another one of the captured images.
4. The image generating apparatus according to claim 1,
wherein
the image processing apparatus generates the adjusted
image by adjusting a gain value and an offset value of
the before-adjustment image, and
the image processing apparatus generates the optimal
image having the largest difference in average lumi-
nance, by varying each of the gain value and the offset
value of the adjusted image in predetermined incre-
ments or decrements and calculating the difference in
average luminance between the designated area and the
comparison area for each combination of the gain value
and the offset value.
5. The image generating apparatus according to claim 1,
wherein
the lighting apparatus has a plurality of illumination units,
the plurality of illumination units have different incident
angles of the illumination light on the imaging area
from each other, and
a plurality of the captured images are obtained by the
imaging apparatus for each of the plurality of illumi-
nation units.
6. The image generating apparatus according to claim 2,
wherein
the plurality of color components are three primary color
components of red (R), green (G), and blue (B).
7. The image generating apparatus according to claim 1,
wherein
the electronic component has a mark by which an orien-
tation of the electronic component can be determined,
and
the mark is included in the imaging area and the desig-
nated area.
8. The image generating apparatus according to claim 7,
further comprising:
a display apparatus that displays the optimal image,
wherein
the image processing apparatus compares the average
luminance of the designated area with that of the
comparison area of the optimal image before display on
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the display apparatus, and the image processing appa-
ratus sets the mark of the optimal image to be displayed
on the display apparatus to white if the average lumi-
nance of the designated area is higher than that of the
comparison area, and sets the mark of the optimal
image to be displayed on the display apparatus to black
if the average luminance of the designated area is lower
than that of the comparison area.

9. An image generating method used for generating an
image for inspecting an orientation of an electronic compo-
nent mounted on a plurality of substrates of an identical
type, the image generating method comprising the steps of:

generating a before-adjustment image based on a captured

image of an imaging area where at least a part of the
electronic component is located;

adjusting luminance of the before-adjustment image so as

to generate an adjusted image;

setting a difference in average luminance between a

designated area and a comparison area that is other than
the designated area in the adjusted image largest so as
to generate an optimal image;
generating the before-adjustment image by combining a
plurality of single-color images obtained by decompos-
ing, according to color components, each of a plurality
of the captured images of the imaging area where at
least the part of the electronic component is located;

adjusting luminance of the before-adjustment image so as
to generate the adjusted image;

setting the difference in average luminance between the

designated area and the comparison area that is other
than the designated area in the adjusted image largest so
as to generate the optimal image; and

using a condition to generate the optimal image from

another one of the captured images,

wherein the condition using step is performed on a second

or subsequent one of the substrates using a condition
(including an imaging condition of the captured image)
obtained in performing the before-adjustment image
generation step, the adjusted image generation step, and
the optimal image generation step on a first one of the
substrates.

10. The image generating method according to claim 9,
wherein

the before-adjustment image generation step includes the

steps of:

decomposing the captured image according to color com-

ponents to generate a plurality of single-color images,
and generating a plurality of selection candidate images
based on the plurality of single-color images; and
calculating the difference in average luminance between
the designated area and the comparison area for each of
the selection candidate images, and selecting a selected
image having the largest difference in average lumi-
nance from the selection candidate images, and

the before-adjustment image is the selected image.

11. The image generating method according to claim 9,
further comprising the step of:

after the optimal image generation step, generating the

optimal image from another one of the captured images
by using a condition obtained in the course from the
before-adjustment image generation step to the optimal
image generation step.

12. The image generating method according to claim 9,
wherein

in the adjusted image generation step, the adjusted image

is generated by adjusting a gain value and an offset
value of the before-adjustment image, and
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in the optimal image generation step, the optimal image
having the largest difference in average luminance is
generated by varying each of the gain value and the
offset value of the adjusted image in predetermined
increments or decrements and calculating the differ- 5
ence in average luminance between the designated area
and the comparison area for each combination of the
gain value and the offset value.

13. The image generating method according to claim 9,

wherein 10

the electronic component has a mark by which an orien-
tation of the electronic component can be determined,
and

the mark is included in the imaging area and the desig-
nated area. 15

14. The image generating method according to claim 13,

wherein

in the optimal image generation step, the average lumi-
nance of the designated area is compared with that of
the comparison area in the optimal image, the mark of 20
the optimal image is set to white if the average lumi-
nance of the designated area is higher than that of the
comparison area, and the mark of the optimal image is
set to black if the average luminance of the designated
area is lower than that of the comparison area. 25
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